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Machine Learning

The study of algorithms and systems that improve
their performance with experience (Mitchell)

Experience?

Experience = data / measurements / observations



Data Everywhere

Corporate Databases

Banks, insurance companies

Web

Spam, facebook, google

Scientific databases
GenBank

Own Data

Sequences (millions)

Growth of GenBank
(1982 - 2005)

] | mmBase Pairs
—— Sequences

982 1986 1990 1994 1998 2002

Source : GenBank website

Base Pairs of DNA (billions)



Where to Use Machine Learning

You have past data, you want to predict the future

You have data, you want to make sense out of them
(find useful patterns)

You have a problem it’s hard to find an algorithm
for

Gather some input-output pairs, learn the mapping

Measurements + intelligent behavior usually lead to
some form of Machine Learning



Machine Learning as a Field

Hot, hot, hot!
ML techniques and algorithms applied in

Bioinformatics, medical informatics, computational
biology

Mining the Web

Speech recognition

Natural language processing
Computer vision

Robot control



Machine Learning as a Field
-

-1 Relative good: Jobs, tasks, funding

o Very active field

o Significant breakthroughs last 2 decades



Clinical Bioinformatics




Clinical Bioinformatics

s this new tissue (patient)
from an early cancerous
tissue? (prediction /
diagnosis)
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Spam Detection

debt consalidation

benton delnaz [55dilemma3000@mail2spectrum.com] |S '|'h|$ CI SpCIm emdllg

To: tsamard@cs.pitt.edu

ce: 1 You bet it is!

Its time to completely eradicate your debts!

ELIMINATE your carddebts and ALL other unsecured
debts

Visit www.bestfirstcrdit.com

* NO more payments to creditors

* YOUR long term credit will NOT be affected.
* NO confrontation's

Visit www.bestfirstcrdit.com

* 10K minimum combined debts required for

eligibility.
* US residents only.



Mind Reading

s this person thinking
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Autonomous Systems

Source : www.in.gr

Eva LKPO EALKOTITEPO £EOTTALOUEVO HE CUOTNUA TEXVNTAG

vonuoouvn pabaivel va meTtd HoOvo Tou oTnV
TIAVETILO TN ULOUTIOAN TOU ZTAVPOPVT E TNV TTPOOTITLKA
va xpnotpomnolnBel amnd 1o otpato, ano v aoTtuvouia
N oMo TG SACLKEG UTNPETLEG.

«To EALKOTITEPO QUTO UMOPEL va KAVEL LavoUBPEG OTO OpLO
TwV SUVATOTATWY TWV EALKOTITEPWV» UTEPNDAVEUTNKE
o &tdaktoplkog poutntrc Avtap Kéoatg, HéNog Tng
EPEUVNTIKAG opadac.

Onwg avagdepel tnv Tpitn to Reuters, To autdvouo

eAKOTITEPO KATeLUBUVETAL ATO €VOV UTTOAOYLOTI) OTO
€6adoc¢ o omoiog pabaivel va mAotapel
napakoAouBwvtag TG MTHOELS TNAEKATEVOUVOUEVWY
EAKOTITEPWV HEOW SVO ETYELWV KOUEPWV

To 1610 o aepookadog, kootoug nepimou 4.000 dolapiwv
EKOOTO, OLOOETEL EMUITAYXUVOLOUETPO, YUPOOKOTILO KoL
HOYVNTOUETPO yLa Vo avTAapBavetol tov
TPOCAVATOALOUO ToU, kaBwg kot S€ktn GPS.

Evbladépov yla tn véa texvoloyla €xouv ekdnAwoeL
Statpeieq Ttou Spaoctnplomolouvtal o€ EPAPUOYES
smtr]pr]or]q KoLl xaptoypa(bnonq, KaBwg Kal
ETILOTHOVEG TTOU OKOTIEVOUV VAL TO XPNOLLOTIOL|COUV
yla Tnv mopakoAouBnon nupkaylwv oe SucPata daon.



Types of Learning Paradigms

N I —
11 Supervised Learning
11 Unsupervised Learning

71 Reinforcement Learning



Supervised Learning

Learn from examples

Would like to be able to predict an outcome of interest y for
an object x
Learn function y = f(x)

For example, x is a patient, y is an indicator of a disease (O
if the patient does not have the disease and 1 otherwise)
We are given data with pairs {<x; y; >:i=1, ..., n},

x. the representation of an object

y: the representation of a known outcome

Learn the function y = f(x) that generalizes from the data
the “best” (has minimum average error)



Supervised Learning: Example

0 2-year prognosis of Parkinson's disease
1 Representation of a patient
1 Measure the age and times per week she exercises
1 Vector of discrete and continuous variables
Representation of output: Yes, No

1 Generalize the examples to learn to provide a 2-year prognosis with the minimum
possible error

X! (Age) X2 (Exercises) Y (Parkinson’s

(times per week) within 2 years)
1 65 0 Yes
2 58 2 No

N 60 5 No



Supervised Learning

How to generalize
the data and
provide prognosis
for all (new)
patients?

Exercise

N

A
AA
@
AA © A
A g A
00 ®
@
>
Age

No disease within 2 years
Disease within 2 years

A
@



Supervised Learning

How to generalize  Exercise
the data and

provide prognosis

for all (new)

patients?

A

A
AA
@
AA © A
A g A
o0 °
@
>
Age

A possible function y = f(x): /

Everything to the left takes value
No, and to the right Yes

A
@

No disease within 2 years
Disease within 2 years



Unsupervised Learning
—

0 Learn interesting patterns, structure and groups of
objects

-1 Depends on the definition of “interesting”

X' (Temperature) X2 (Amoung of
Coughing per day)

1 35,6 15
2 40,1 20
36,6 1

N 36,6 1



Unsupervised Learning

Find best grouping  Temperature

A
There seem to be

e
two groups o o
Hmmm
© o
Name one “people o 4
02 0 ©
e

with flu” and the
other ... “normals” “

Now, let’s find out
why some people
get the flu

Coughing



Reinforcement Learning

Learn how to act in different situations

Again, learns from examples, but examples of
action and behavior
Data: triplets of O, A, R
Represent my historic observations and actions O, A
Represent my historic “reward”, R
Generalize from the data to learn the function

y = f(O, A, R), y the next action to take



Syllabus

Wide range of Machine Learning techniques, both
basic and state-of-the-art

Decision Trees, Naive Bayes, K-Nearest Neighbors, Support
Vector Machines, Artificial Neural Networks

Evaluation of performance and model selection

Cross-validation, nested cross-validation, bootstrapping,
Receiving Operating Curves, accuracy

Application methodology and practice
Feature Selection

Clustering

Causal Discovery!



Prerequisites

Probabilities

Will somewhat be reviewed in brief
Algorithms

Will not be reviewed
Optimization Theory

Brief introduction and review
Programming

in Matlab mostly
Check you can use Matlab at UOC facilities



Recitations

Necessary! and useful
Review material
Present background
Answer questions

Do practical assignments

First few recitations: probabilities + Matlab



Supervised Learning

The problem of induction

Induction: from a few examples, infer properties of all
objects

All observed crows are black

Therefore: all crows are black
Hume’s argument about induction
Induction is the basis of all natural sciences

Pictorial examples of the problem of induction



What to do about Induction

Turn induction into deduction by adding assumptions
The physicist:
The physical laws now will be the same in the future

The physical laws here, are the same as everywhere

The mathematician/computer scientist

The function | am trying to learn is smooth: small changes in the
input, usually have small changes in the output

The statistician:

My distribution is normal



General Principles of Learning

Ockham’s razor: “Causes shall not be multiplied
beyond necessity”

Among all hypotheses that explain the data the
same, choose the simplest

Definition of simplicity?



General Principles of Learning

Minimum Description Length

Formalizes Ockham’s Razor principle and generalizes it
to compare hypothese /models that explain the data
approximately the same

The hypothesis/model requires some memory to
represent M (given a finite alphabet of symbols)

The errors / exceptions induced by the model require
some memory to represent D

Choose the hypothesis that minimizes the communication
bits of M+D




General Principles of Learning

Regularization (“make it regular”)
Formalizes Ockham’s Razor principle
Introduces penalties to complexity

Fit the data with a penalty for increased complexity



Model Space

Want to learn a function

y=*(x)
Exerci
Each such functionis Aa
. A

called hypothesis or R P
model A g4
Hypothesis space or g e ©
model space ®

S f all ibl >

pace or all possipie Age

models that we are
considering



Inductive Bias

The set of assumptions

that turns the inductive A
problem into a deductive  Exercise A,
one A O
. A @ ,
Model Space induces a A A
bias when it excludes A g A
functions O
® O
Preferences over models @ ®
(e.g. using Minimum _ s
Description Length) induce
a bias Age
Search method for the You cannot learn without

t | i bi : : :
best model induces a bias ;\ Juctive bias! (No Free

Lunch Theorem)




Classification versus Regression

y = f(x)
Classification
y’s domain is finite
Example: y € {Yes, No}
Regression
y’s domain is infinite (typically continuous)

Example: y € R

In this class, we mostly deal with classification



Things to Know

Readings Chapter 1, Machine Learning book

Types of different learning paradigms
How they are set up mathematically

Examples from each
What's the problem of induction
What are some general principles of learning
Inductive Bias + Model Space

Classification versus Regression



Teloc Evotntag

ENIXEIPHIIAKO NPOTPAMMA
EKMAIAEYEH KAl AIA BIOY MABHEH =t EXMA
ENEVIVTN TTNY KOYwVid TNE IVadne 2007'20]3

=
YMOYPTEID NAIAEIA & BPHEKEYMATON. MIOAITIEMOY & ABAHTIEMOY  EYPONAIKO KOINONIKO TAMEID
EupunaikiBvwon EIAIKH YNHPEZIA AIAXEIPIZHE

Eupunaies Ko Tapeio
Metn Kar g E likrig Evwong




Xpnuatodotnon

To Ttapov ekmaAldEUTLKO UALKO €xeL avarmtuyBel ota mAaiola tou
ekmaldeuTtikol €pyou tou ditdbdokovra.

To €pyo «Avolkta Akadnpaika Madnpata oto MoaveniotipLo

Kpntneg» €xeL xpnuatodotrnost povo tn avadlapopdwaon tou
eKTALOEVUTIKOU UALKOU.

To €pyo vAormoleital oto Aaiclo Tou Emyelpnotokol Mpoypappotog
«Ekmaiidevon kot Ata Blou Mabnon» kat cuyxpnuatodoteital amnod tnv

Evpwrnaikn Evwon (Evpwraiko Kowvwviko Tapelo) kot oo €Bvikoug
OPOUC.

EMIXEIPHLIAKO POTPAMMA g
St EKMAIAEYZH KAl AIA BIOY MAGHZH 5 EZ"A
’; : EREVIVON STNY UotVwVid TNE YVWOT & LUL UlJ
x ok =] - Jopomano o o

YNOYPrEIO NMAIAEIAE KAl BPHIKEYMATAON

Evpwnaikéd Kowwvikod Tapgio

Me ) cuyypnparodotnon tng EAAadag kat tng Evpwnaikng Evwong
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>nuelwpa adetodotnonc (1)

e To rmapov UALKO SlatiBetal pe Touc 0pouc TNE adeLag
xpnonc Creative Commons Avadopa, Mn Eumopikn Xpnon,
Oyt Napaywyo Epyo 4.0 [1] N petayeveotepn, AteBvng
Ekdoon. E&atpouvrtol Ta AUTOTEAN £pya TPITWV TL.X.
dwtoypadliec, Staypappata K.A.7Tt., TO Omola
ETIEPLEXOVTOL OE QUTO Kol Ta omoila avadepovtal padll pe
TOUC OPOUC XPRONC TouC oTo «XnUeilwpo XpRong Epywv

Tpltwvy. ‘@@@@\

[1] http://creativecommons.org/licenses/by-nc-nd/4.0/




>NUeLwpo adetodbotnonc (2)

* Q¢ Mn Europkn opiletal n xpnon:
— 1tov Sev mep\auBAveL AUECO 1) EUUEOCO OLKOVOULKO 0deAOC arto TV
Xpron Tou €pyou, yla To dLavopEa Tou €pyou Kal adelodoyo
— 1tou Oev meplhapBavel olkovopLkn cuvaAdayn wg tpolnobeon yla
N Xxprion N npoocfaon oto £pyo
— 1tou dev pooTopilel oTo SLaVOUEQ TOU EPYOU

Kol l0€L060X0 ELLUECO OLKOVOULKO OPeAoC (m.x. dStadnpuioelg) amo
TNV nPoPfoAn tou €pyou o€ SLaSIKTUOKO TOTIO

e O dkalouyoc ummopet va mapexeL otov adelodoyo Eexwplotn
adeLa voL XpNOLULOTIOLEL TO €PYO YLOL EUTTOPLKN XpNon, EOcovV
oUTO Tou {NTtNOEL.



>NUElwpa Avadopog

Copyright Mavenotnuio Kpntng, lwavvng Toapapdivog 2015.
«Mnxavikn Mabnon. Introduction to machine learning».
‘Ekdoon: 1.0. HpakAegto 2015. AtaBeoipo amo tn SIKTuaKn
dlevBuvon:

https://opencourses.uoc.gr/courses/course/view.php?id=362.



Alatnpnon ZNUELWUATWY

Ornoladnmnote avamnapaywyn r SLackeur tou UALkou Ba
TPETEL VA CUUTIEPLAAPAVEL:

" 10 2Znueiwpa Avadopadc

" 10 2nueiwpa Adslodotnong

" tn dnAwon Alatipnong ZNUELWUATWY

" 10 2nueiwpa Xpnonc Epywv Tpitwv (epocov umapyel)

noll e Touc cuvoOEVOUEVOUC UTIEPCUVOEGOUC.



